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force exhibits non-physical oscillations in moving boundary simulations. A smoothing
technique for discrete delta functions has been developed in this paper to suppress the
non-physical oscillations in the volume forces. We have found that the non-physical oscil-
lations are mainly due to the fact that the derivatives of the regular discrete delta functions
do not satisfy certain moment conditions. It has been shown that the smoothed discrete
Moving boundary delta functions constructed in this paper have one-order higher derivative than the regular
Non-physical force oscillations ones. Moreover, not only the smoothed discrete delta functions satisfy the first two dis-
Smoothed discrete delta function crete moment conditions, but also their derivatives satisfy one-order higher moment con-
dition than the regular ones. The smoothed discrete delta functions are tested by three test
cases: a one-dimensional heat equation with a moving singular force, a two-dimensional
flow past an oscillating cylinder, and the vortex-induced vibration of a cylinder. The
numerical examples in these cases demonstrate that the smoothed discrete delta functions
can effectively suppress the non-physical oscillations in the volume forces and improve the
accuracy of the immersed boundary method with direct forcing in moving boundary
simulations.
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Immersed boundary method

© 2009 Elsevier Inc. All rights reserved.

1. Introduction

Flows with moving boundaries and complex geometries are frequently encountered in engineering applications. Mesh
generation and re-meshing process are the bottlenecks in computer simulations when conventional body-fitted methods
are used to treat such problems. To reduce the complexity and the computational cost of the grid generation process, many
non-body-conforming methods have been developed. Among these developments, the Immersed Boundary (IB) method re-
ceives much attention in recent years.

The IB method was first introduced by Peskin [1] in 1972 to simulate cardiac mechanics and associated blood flows. In the
original IB method proposed by Peskin [1], the elastic boundary was mimicked by a set of Lagrangian points linked by
springs, the force at the Lagrangian point was determined by some constitutive laws (e.g. Hooke’s law), the Lagrangian vari-
ables and the Eulerian variables (such as force and the velocity) are related through a discrete delta function. A summary of
the mathematical formulation and the applications of the IB method are given by Peskin [2]. The most recent review can be
found in [3] by Mittal and Iaccarino.
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The IB method was later extended to simulate problems with rigid boundaries by making the spring very stiff or by apply-
ing the concept of feedback control (e.g. [4,5]). Stringent restriction on the CFL number and the introduction of ad hoc param-
eters are the major drawbacks of these types of IB method. The direct forcing method was then proposed to overcome these
drawbacks. In this type of IB method, the constitutive law was abandoned and the volume force is determined by a direct
imposition of the velocity boundary condition. The direct forcing method was first implemented within the spectral frame-
work by Mohd-Yusof [6]. Fadlun et al. [7] extended this approach to the formulation in the context of a finite difference
method.

Almost all IB methods dealing with the elastic boundaries (or using a stiff spring to mimic the rigid boundaries) use a
discrete delta function to spread the force to the Eulerian points. Here we only focus on the direct forcing IB methods for
rigid boundaries. Among the IB methods of this category, some eliminate the use of the discrete delta function all together
while others still use the discrete delta function to evaluate and distribute the force. The former variants of IB method usually
resort to a local reconstruction of the velocity field, such as Fadlun et al. [7], Kim et al. [8], Tseng and Ferziger [9], Balaras [10],
Yang and Balaras [11], etc., although the exact positions of forcing are slightly different among these works. In the later vari-
ants of IB method, the force is first evaluated at the Lagrangian points and then spread to its surrounding Eulerian grid points
using a discrete delta function (Uhlmann [12], Su et al. [13] and Taira and Colonius [14]). There exist some slight differences
among these three papers. In [12], the force at the boundary is determined explicitly while in [13,14] the force is computed
implicitly by solving a linear system.

IB methods have been successfully applied to simulate stationary boundary problems, but non-physical force oscillations
are produced by some variants of IB methods when dealing with moving boundaries. Uhlmann [15] tested various IB meth-
ods in simulating particulate flows. Yang and Balaras [11] used a “field-extension” approach to simulate flows with moving
boundaries. Kim and Choi [16] developed an IB method in a non-inertial frame which can be used to simulate flows around
an arbitrarily moving body. For the IB methods with discrete delta functions, Uhlmann [12] found that the oscillations can be
controlled by a careful choice of the discrete delta function. However, the reasons behind the generation and the control of
such oscillations have not been revealed.

In the present work, we develop an approach to suppress force oscillations in moving body simulations in the context of
Uhlmann’s IB method [12]. The central idea of the improvement is to apply a smoothing technique to the discrete delta func-
tions. This technique can effectively reduce non-physical oscillations and lead to a significant improvement in the force pre-
diction. The organization of the paper is as follows. The proposed smoothing technique for discrete delta functions is
described in Section 2: the IB method with direct forcing for the Navier-Stokes equations is introduced in Section 2.1;
the formulation of the smoothed discrete delta functions is presented in Section 2.2; the reason for the spurious force oscil-
lations is provided in Section 2.3. Numerical results on the one-dimensional heat equation with a moving singular force, the
two-dimensional flows past an oscillating cylinder and the vortex-induced vibration of a cylinder are presented in Section 3.
Finally, the conclusions are drawn in Section 4.

2. The smoothing technique for discrete delta function

A discrete delta function is used as a kernel to transfer quantities between Lagrangian and Eulerian locations in the ori-
ginal and some variants of the IB method. The discrete delta function essentially determines the accuracy of the IB method.
The commonly used discrete delta functions often introduce non-physical oscillations to the volume force in moving bound-
ary simulations. In this section, we will develop a smoothing technique to construct new discrete delta functions from the
regular ones. These smoothed discrete delta functions can significantly reduce the non-physical oscillations. In the first part
of this section, we summarize the IB method used in the present work with an emphasis on how to calculate the volume
forces. The smoothing technique is then presented and finally the reasons for the non-physical force oscillations in moving
boundary simulation are analyzed.

2.1. The immersed boundary method with direct forcing

The incompressible Navier-Stokes equations with a volume force are

ou B 1,
§+V-(uu)_—Vp+ﬁVu+f, (1)
V-u=0, (2)

where u is the velocity vector, p the pressure and Re the Reynolds number. Here f denotes the volume force whose form will
be given later. In the present IB method, the governing equations are solved on a fixed Cartesian grid; the geometry of the
immersed surface is represented by a series of equally distributed Lagrangian markers with the arc-length comparable with
the width of the surrounding Cartesian mesh (Eulerian points).

The momentum equation can be discretized in time in the following form

u(x, t") —u(x, t")

At =rhs(x,t"12) + f(x, "112), 3)
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where rhs(x, t™1/2) represents the sum of the convection term, the viscous term and the pressure gradient at some interme-
diate time between t" and t"*'. The numerical procedure in the present IB method with direct forcing is similar to that in [12]
and is summarized as follows:

1. Compute explicitly an estimated velocity u without volume forces;
a(x, "2y = u(x, t") 4 at rhs(x, t"1/2). (4)

2. Calculate the volume forces on the Lagrangian locations using the direct forcing method and spread them to the sur-
rounding Eulerian locations through the discrete delta function;
3. Solve the Navier-Stokes equations on the Cartesian grid with the volume forces.

The second step is crucial to the present IB method with direct forcing. When enforcing the boundary condition, a volume
force should be generated such that the desired velocities on the boundary are achieved. Therefore, the volume force can be
expressed by

v(x, ") —u(x, t")

f(X7 tn+1/2) — N

— rhs(x, t"+1/2), (5)
where v is the desired velocity at the boundary. For the Cartesian grid point which coincides with a Lagrangian marker, the
volume force can be calculated directly using Eq. (5). However, on a moving or complex boundary, the Cartesian grid points
do not necessarily coincide with any Lagrangian markers. In this case, the volume force needs to be evaluated through an
interpolation at the Lagrangian markers using a discrete delta function,

Ny
fx,t712) =Y FXI T2 (x = X[ AV (6)
=1
Here F is the force at the Lagrangian marker; N, the total number of markers and AV, the volume assigned to the Ith Lagrang-
ian marker (in three-dimensional case, AV, =~ h® where h is the size of the Eulerian grid [12]). Hereafter, we will use the low-
er-case letters for the quantities evaluated at the Eulerian locations and the upper-case letters for the ones at the Lagrangian
locations. The transfer of the volume forces from the Lagrangian markers to the Cartesian grid points is usually referred to as
“force spreading”.
The three-dimensional discrete delta function used in IB method is usually constructed in the following form [2]:

5h<x—X>:%¢<";X)¢(ygy>¢(2;z) @)

where ¢(3X)/h is a one-dimensional discrete delta function, x, y and z are the Eulerian components of x and X, Y and Z the
Lagrangian components of X, respectively. It is noted that the two- or three-dimensional discrete delta functions can also be
constructed by other means. For example, if the level set representation rather than the Lagrangian markers is used to track
the boundary, discrete delta function can be constructed using the level set function [17-19].

Uhlmann [12] proposed to calculate the volume force at the Lagrangian marker as follows

V(Xnﬂ , tn+l) _ U(Xn+l , tn)
At

F(xn+l , tn+1/2) — _ RHS(X’H] , tn+1/2). (8)

Here V and U are the desired and estimated velocities at the Lagrangian markers, respectively. By regrouping the right-hand-

side of Eq. (8), it can be expressed in the form of Eq. (9)

F(X"H tn+1/2) _ v(xn+1 , tn+]) _ fj(xnﬂ 7 trH,]/z)

; 9)

At
where
UX™1 172 = U(X™ 1) 4 AtRHS(X™, ¢71/2), (10)
By definition, U is evaluated through an interpolation from its Eulerian counterpart ,
XM 12) = S ax m12) 5, (x — XA, (11)

Xegy

Here g, denotes the collection of Cartesian grid points.
2.2. A smoothed discrete delta function
In this section, we will construct a new discrete delta function using a smoothing technique. A one-dimensional function

¢ is taken as an example. The extension to two or three-dimensional discrete delta functions is straightforward since a two-
or three-dimensional discrete delta function is the product of two or three of the one-dimensional ones.
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For the one-dimensional function ¢(x), we can define a new function ¢* as

(X —X> 1 /xj+0.5h (X’ _X>d ,
== X 12
¢) ( h h Xj—0.5h ¢ h ( )
The new function ¢* has one higher derivative than the original one ¢. With this in mind, we refer to the new discrete delta

function as the smoothed discrete delta function. Introducing the transformations r = (x; — X)h™' and ' = (x — X)h™', the
new function ¢* can be simply reformulated as

r+0.5

v = [ o (13)
r-0.5

A variety of the smoothed discrete delta functions can be constructed accordingly from the regular ones. In practice, the most

commonly used discrete delta functions are the 2-point hat function [20], the 4-point cosine function [2], the 3-point dis-

crete delta function [21], and the 4-point piecewise function [2]. The one-dimensional versions for those discrete delta func-

tions are listed below for reference.

e A 2-point hat function ¢,

wn={o " T (14
e A 4-point cosine function ¢,
(1) = {%)Fl +cos(%)), |2T|§S|r2‘j (15)
e A 3-point function ¢,
11+V=3r7+1), Irl <0.5,
d3(r) =44 (5 —3|r = /=301 —|r)* + 1>, 0.5 < |r| < 1.5, (16)
0, 15<r].

e A 4-point piecewise function ¢,
%(3 —24r) + /T 14T —4r2), <1,
b4(r) = %(5 =2[r| = /-7 + 12 - 4r2), 1< <2, 1)

0, 2<rl.

In terms of the definition (13), we can formulate the smoothed functions ¢, ¢3, ¢5 and ¢, corresponding to ¢, ¢,, ¢3 and ¢y,
respectively.

e A smoothed 2-point function ¢;

3/4-12, 1 <05,
o1(r) = 9/8—3\r|/2+r2/2 ,05<r <15, (18)
0, 1.5 <rl.

e A smoothed 4-point cosine function ¢}

& (m+2sin (F(2r+1)) —2sin (3 (2r —1))), [r| < 1.5,

4n
$5(r) = — & (=57 + 27|r| + 4sin (2 (2|r| - 1)), 15<|r| <25, (19)
0, 2.5 <|r|.
o A smoothed 3-point function ¢;
R (VA VI e VIS
—3 arcsin (V;(zm - 1)), <1,
93(r) = 35— B0y 2y 23 /00 36] - 23 20)
+42 arcsin (?(ZIH 73)), 1< <2,
0, 2<r|.
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e A smoothed 4-point piecewise function ¢}

spxon I <05,

141 /22 8] — 42 — L arcsin (\Fz(m - 1)), 05 < |r| < 1.5,

AT (R N VNP R v e [ o (21)
+45 arcsin (\/7(|r| 72))7 15<|rf <25,

0, 2.5 <|r.

Besides the discrete delta functions mentioned above, the 4-point hat function which is in the form of

0.5-025[r, |r| <2,
= 22
¢s(r) {0, 2 < |r] @2)

is also considered to test the smoothing effect of a discrete delta function with a wider support (this test will be discussed in
Section 3.2.2).

Fig. 1 compares the smoothed discrete delta functions ¢; (i = 1,2, 3,4) with the regular ones. It is easy to see that the new
functions ¢; tend to have wider supports than the regular ones ¢;. However, the wider supports are not sufficient to reduce
the non-physical oscillations effectively. The relevant properties are the moment conditions, which are given below for the
regular and smoothed discrete delta functions. These properties will be used to analyze the force oscillations in moving
boundary simulations in the next section.

1. The smoothed discrete delta functions have one higher derivative than the regular ones. In Table 1, we compare the con-
tinuity properties of the regular discrete delta functions with those of the smoothed ones. Here C" denotes the set of func-
tion composed of the functions that have up to nth-order derivatives.

2. All the smoothed discrete delta functions and regular discrete delta functions satisfy the zeroth and first discrete moment
conditions except for the regular 4-point cosine function ¢, which only satisfies the zeroth discrete moment condition.

1.2 ———————————————————————— 1.2 —————————————————————
08 4 08 4
onyas 1 =g4L i
S04 1 1 S04r ]
ot 4 ot 4
_Ol47\\\\I\\\\I\\\\I\\\\I\\\\I\\\\7 _0.47\\\\I\\\\I\\\\I\\\\I\\\\I\\\\7
-3 2 -1 0 1 2 3 3 2 A 0 1 2 3

r r
12 12
08 | R | 08 | |
8f —a— 0, ] “f 1
Zosl 4 Zoal i
< L i L 4
o+ . o+ .
_0.47\\\\I\\\\I\\\\I\\\\I\\\\I\\\\’ _0.47\\\\I\\\\I\\\\I\\\\I\\\\I\\\\i
-3 2 -1 0 1 2 3 3 2 1 0 1 2 3

r r

Fig. 1. Comparison of regular functions ¢; (i = 1,2,3,4) and their corresponding smoothed functions ¢; (i=1,2,3,4).
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Table 1
The continuity of regular discrete delta functions ¢; (i = 1,2,3,4,5) and the smoothed ones ¢; (i =1,2,3,4).
1 # [ 5 $3 $3 (2 [ ¢s
c c c c ct c c' c c
Table 2
The moment conditions for ¢; (i=1,2,3,4,5) and ¢; (i=1,2,3,4).
1 2 $2 $3 $3 $3 [ P4 ¢s
1 1 0 1 1 1 1 1 1

Therefore, ¢, gives a first-order approximation and the others give second-order approximations (please see [2] for
detailed explanations). In Table 2, we list the discrete moment conditions for the regular discrete delta functions and
the smoothed ones. Here the number n indicates that a discrete delta function satisfies up to nth order moment condi-
tions. The proofs for the moment conditions are given below. We first check the zeroth discrete moment condition

T ]+1/2 r+1/2 . ,
> 4= Z/ rar = [0S g =i =1, (23)
—j-1/2 =12 5

which holds for i = 1,2,3,4. It is noted that each function ¢; (i = 1,2,3,4) also satisfies the first-order continuous mo-
ment condition

/ ', (rdr’ 72 /rr M/zrqs, ' =0. (24)

—j-1/2

Using the first-order continuous moment condition (24) and the zeroth discrete moment condition for the regular delta
functions ¢; (i = 1,2,3,4), we can verify that the first discrete moment condition holds for the smoothed discrete delta
functions.

) ) ) r—j+1/2 , "T—j+1/2 . ,
Sr-deir-p=30-0 [ © e =3 [ er -
1/2
:—[1/2f2¢r+r —jydr" =0. (25)

3. It can be shown that the derivatives of the smoothed discrete delta functions ¢7, ¢3 and ¢, satisfy the zeroth, the first and
the second discrete moment conditions, while the derivatives of the regular ones ¢ and ¢, satisfy the zeroth and the first
discrete moment conditions. As to the smoothed 4-point cosine function ¢3, its derivative satisfies the zeroth and the first
discrete moment conditions, while the derivative of the corresponding regular one satisfies only the zeroth discrete
moment condition. In Table 3, we list the discrete moment conditions satisfied by the derivatives of the discrete delta
functions. Note that ¢, is not differentiable, it is not included in Table 3.

The moment conditions for the derivatives of the discrete delta functions ¢(r) can be formulated in the same way as the
ones for the discrete delta functions themselves. These moment conditions for the derivatives are listed below

de(r—j) _
]Z o, (26)
L dp(r—j)
Sr-p =g = 1, 27)
B L P, (28)
; dr
Table 3
The moment conditions satisfied by the derivatives d¢;/dr (i = 2,3,4) and d¢;/dr (i=1,2,3,4).
d¢y/dr de, /dr d¢s /dr des/dr d¢s/dr doy/dr d¢,/dr

2 0 1 1 2 1 2
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It is easy to verify that the derivatives of ¢; (i =2,3,4) and ¢; (i = 1,2,3,4) satisfy the zeroth order moment condition

¥ (d0r-0) _d (Z b ) o (29)

J
It can be shown that the first discrete moment condition holds only for the derivatives of the regular functions ¢; (i = 3,4)
while the same condition holds for all derivatives of the smoothed functions ¢; (i=1,2,3,4)

S G = S (G ety o) = jr(za o ) S0 (30

J

where the zeroth and the first discrete moment conditions for the function itself are used in the proof.
Finally, we show that the derivatives of the smoothed functions ¢; (i = 1,3,4) satisfy the second discrete moment con-
dition as well. The first derivative of the smoothed discrete delta functions can be written as

Kl 7 r—j+1/2
WD [ b = ar-i 172 - -1 - 172) Gy

Using Eq. (31), the zeroth and the first discrete moment conditions of the function ¢; (i = 1,3,4), we can express the second
discrete moment condition as

> jr et =d) 24 S H =112 -1 -1/2) (32)
Since the second term on the right-hand-side of the above equation can be written as
S Reir—i=1/2) =Y Per—j+1/2)-2r, (33)
) J
we thus obtain the second discrete moment condition
S 4=l (34)

J

2.3. Analysis of non-physical force oscillations in moving boundary problems

The interpolation properties of the discrete delta functions are analyzed in this part to find out the reasons for the non-
physical force oscillations in moving boundary problems. If f(x, t) is an arbitrary function of variables x and t, f(X"' ™)
can be approximated by the following expression

Xn+1 tn+1 Zf Xj, tn+1 —X”H). (35)

And the error term E™! is
EM = XML = fxg, 67 (% — X, (36)
j

If f(x, t) is a smooth function of x and t, then f(X"*!, ") can be expanded around (X", t") in a Taylor series as

af (X", t") of (X", t") > 1 7] a\"
n+1 i1y n n v n 4n
fX Y =f(X" ) + 5t At + e AX+m§:2m! At6t+AXé)x fXx e (37)
and f(x;,t™1) can also be expanded around t" in a Taylor series as
of (x;, t” =1 9"f(x;, t")
1y — fly. J 9"f(x;, ")
Fog,67%1) = Fg. ) + I (38)

=2

Suppose ¢(x; — x) is a smooth function of x, then we can expand ¢(x; — X"*") around (x; — X") in a Taylor series as

bl - X = glog — X1 4 20X gy 5~ LGOS pm (39)

m
= m OX



7828 X. Yang et al./Journal of Computational Physics 228 (2009) 7821-7836

Using Eqs. (37)-(39), the error term E™*! in Eq. (36) can be written as

- " of (X", t" of (x;, t" " of (X™, t" 0 0p(x — X"
£ 1E+< (at )_zj: (a]t )‘P(XJ—X))AH'( (ax )—]Zf(xj,w—(’ax )>AX

m
+ Z il (Atf rax ) (f<><", ) = 35,9 - X”)) : (40)
j

where E" = f(X", t") — >_,f (x;, ") ¢(x; — X") represents the error at time ¢". For simplicity, here we only consider the errors intro-
duced within At (from time t" to time step t"*1). The second term on the right-hand-side of Eq. (40) appears in either stationary
or moving body problems, while the third term associated with the body movement only appears in moving body problem. It is
obvious that the second term is of order O(h” ' At) if the discrete delta function satisfies the first p discrete moment conditions
and the pth derivative of the interpolated function f® (x, t) is Lipschitz continuous on the interval [X" — Mh, X" + Mh]. Here 2Mh
denotes the support width of the discrete delta function. The third term can be re-formulated as

of (X"t m - X" of (X", t" & a"f(X", t" aum ) 0p(x; — X"
( fo],t )>Ax<% ;(;m'%m—_m >%>AX
<8f o) f:ml—f e Z(xj—x")’"iaqﬁ(xg;x )>Ax (41)
J

Here, the first equality is obtained using the Taylor series expansion of the function f(x;, t") around X". From this expression
we can see that the error of the third term on the right-hand-side of Eq. (40) is of order h?AX if the derivative of the discrete
delta function satisfies the first q discrete moment conditions and the gth derivative of the interpolated function f@ (x, t) is
Lipschitz continuous on the interval [X" — Mh,X" + Mh].

The analysis above can be summarized below:

1. For the stationary body problems, AX = 0 and the third term on the right-hand-side of Eq. (40) vanishes. The error can be
expressed as

E" = E" + O(h"" at), (42)

if the discrete delta function satisfies the first p moment conditions and f® (x,t) is Lipschitz continuous on the interval
[X" — Mh, X" + Mh]. The approximation accuracy depends on the discrete delta function alone and no spurious force oscilla-
tion is present.

2. For the moving body problems, the third term in Eq. (40) introduces an additional error and the total error becomes

E" = E" + O(h""' at) + O(haX), (43)

if the discrete delta function satisfies the first p moment conditions, its first derivative satisfies the first ¢ moment conditions
and fmax(.a) (x, t) is Lipschitz continuous on the interval [X" — Mh, X" + Mh]. It is noted that the above analysis is only valid when
¢ has at least first-order derivative. For the 2-point hat function ¢, which is only of C° continuity, this analysis is not applicable.

3. Numerical examples

In this section, three canonical numerical examples are used to test the effect of the smoothed discrete delta functions in
moving boundary simulations. The first example is the one-dimensional heat equation with a moving singular force term.
Such equation is of interest because it serves as a standard model problem and the analytical solutions can be easily ob-
tained. The second one is the simulation of flow past a circular cylinder by solving the Navier-Stokes equations. Although
no analytical solutions are available for this problem, abundant numerical and experimental results can be found in the
literature. The third example is the vortex-induced vibration of a cylinder. The purpose of this case is to test the validity
of this approach in simulating Flow Structure Interaction (FSI) problems.

In all numerical tests presented in this paper, the same discrete delta function is used in the force spreading (Eq. (6)) and
the interpolation (Eq. (11)).

3.1. The one-dimensional heat equation with a moving singular force

We consider the one-dimensional heat equation with a moving singular force,

ou  du

— = - <x<

o 8x2+F( P —-X(t), 0<x<1, (44)
with the Dirichlet boundary conditions u(0) = u(1) = 0. Here the forcing term is non-zero only at the point X(t). In this test,

we compare our numerical result with the exact solution
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. 2
sin(w;x)e~“1t x < X(t)
ux,t)=1<" e ’ (45)
sin(wy(1 —x))e 2", X(t) <x.

We choose w; = 57/4 and w, = 771/4, respectively. The position of the singular force X(t) is determined by the continuity
condition of the solution u at X(t), i.e.

sin(w X (t))e it = sin(w, (1 — X(t)))e 3. (46)

The exact forcing term is then determined by F.(t) = —[ti]y.,, which can be easily calculated from the exact solution. Here
[Ix(y denotes the jump of a quantity at point X(t). We can write the discretized equation in the following form

u(Xj7 tﬂﬂ) - u(xjv tn) _ Lh(u(xj7 ! )) + Lh(u(xj’ tn))
At B 2

Here L, is an operator that denotes the central finite difference approximation to the second derivatives and J; is the discrete
delta function.

Two different forcing approaches are used to determine the singular force. The first approach (explicit forcing) is analo-
gous to the one introduced in Section 2.1 for the Navier-Stokes equations. Please note that in order to obtain the force in Eq.
(44), the calculated force needs to be multiplied by a volume (which is h in the present one-dimensional example), since a
volume is associated with the force in the present explicit forcing method. The second approach is the implicit forcing. Please
see Beyer and LeVeque [22] for the one-dimensional heat equation and Su et al. [13] for the Navier-Stokes equations. In this
approach, the force is determined from the constraint that the desired solution at the singular point X is satisfied at time step
™1 when we interpolate u(x, t"*1) to X"*'. For the present one-dimensional heat equation, the implicit forcing method has
two steps. In the first step, the discrete form of Eq. (47) can be written in a matrix-vector form

+ F(t™")on(x; — X(£™1)). (47)

Au™! = Bu" + AtFMET (48)

where ¢, is a column vector with elements d;(x; — X). The solution of this equation is written as

u™ = A7'Bu" + atFTAT o) (49)
The second step is to interpolate Eq. (49) to the singular point using the same discrete delta function. Thus the force at the
singular point using the implicit forcing approach is

Fn+1 _ (AtTT A—légﬂ)—] (Vn+1 T A—lBun)’ (50)

n+1 n+1

where V™! is the desired value of u at the singular point at time step n -+ 1. Here the row vector " has the components
hén(x; — X). In our numerical tests, the Cartesian grids are evenly distributed with grid size h. The Crank-Nicholson scheme
is used in the time advancing. The exact solution is used as the initial condition at t = 0. The spacing h is 0.01. The results
obtained by using ¢, and ¢] are compared.

The time-variation of F(t) by using the explicit forcing method is shown in Fig. 2. From Fig. 2, it is seen that the solution is
contaminated by wiggles when the 2-point hat function ¢, is used, whereas the smoothed discrete hat function ¢; effec-
tively suppresses the oscillations and improves the quality of the solution. Fig. 3 shows that the smoothed discrete delta
function also significantly reduces oscillations when the implicit forcing method is used. Grid refinement studies are per-
formed for both methods and similar results are obtained at different mesh resolution.

o 0 —————————————
it —:
{2} —:
TH [ ] e [ ]
{ s} —:

i 0, 1 i o ]

4r oo Exact solution ] 4Ar oo Exact solution 7]
5L L1 L1 L1 ] 5L L1 L1 L1 L]

0 0.025 (_).05 0.075 0.1 0 0.025 (_J.05 0.075 0.1

time time

Fig. 2. Time variations of the singular force calculated by explicit forcing method for the one-dimensional heat equation with a moving singular force. Left:
¢q; Tight: 7.
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if 1t -:

1 e -:
w [ ] [TH [ ]
3 1 3 , 1

i o, ] i 0 ]

4 oo Exact solution ] 4Ar oo Exact solution 7]
s ] sl v

0 0.025 9.05 0.075 0.1 0 0.02 0.04 . 0.06 0.08 0.1

time time

Fig. 3. Time variations of the singular force calculated by implicit forcing method for the one-dimensional heat equation with a moving singular force. Left:
¢q; right: ¢7.

3.2. A two-dimensional flow past a circular cylinder

We consider a two-dimensional problem of viscous flow past a stationary and oscillating cylinder. A standard fractional
step method is used to solve the incompressible Navier-Stokes equations. The second-order finite volume formulation is used
for the spatial discretization in the momentum equation. As to the time advancing, the third-order Runge-Kutta scheme and
the Crank-Nicholson scheme are used for the explicit terms and implicit terms, respectively. The domain size is 50d x 30d,
where d is the diameter of the cylinder. A uniform velocity boundary condition is specified at the inlet; a convective boundary
condition is applied at the outlet. At the far field in the crosswise direction, shear-free boundary conditions are used.

3.2.1. Stationary cylinder

To validate the code, the flow past a stationary cylinder is computed first. The Reynolds number based on the inlet veloc-
ity and the cylinder diameter d is Re; = u..d/v = 100. The grid in the region that is occupied by cylinder is of the uniform size
of 0.04d. The number of grid points is 206 and 159 in the streamwise and crosswise directions, respectively (see Fig. 4). The
time step is At =5 x 107>,

y/d

18 20 22 24
x/d

Fig. 4. A sketch of the grid employed in the vicinity of the cylinder for the present simulations.

Table 4
Drag and lift coefficients, and the Strouhal number for flow around a stationary cylinder at Re; = 100.
Co (e} St
a 1.393 0335 0.165
¢4 1.402 0.336 0.164
Uhlmann [12] 1.453 0.339 0.169

Liu et al. [23] 1.350 0.339 0.165




X. Yang et al./Journal of Computational Physics 228 (2009) 7821-7836 7831

In the present study on the stationary problems, the drag and the lift on the cylinder are evaluated as the summation of
the volume force as shown in Eq. (8) in the streamwise and crosswise directions, respectively. For the moving boundary
problems, the inertial force of the “pseudo fluid” enclosed by the immersed boundary needs to be subtracted. For the details
of the hydrodynamic force calculation, please refer to paper [15]. The results of the force prediction are summarized in
Table 4. At this moderate mesh resolution, the Strouhal number (St = fd/u..), the time-averaged drag Cp and the amplitude
of lift fluctuations C; obtained from the smoothed function ¢} are in good agreement with those from the regular discrete
delta function ¢, and the results in Ref. [12,23]. Other discrete delta functions (both the smoothed ones and the regular ones)
are also tested and similar results are obtained. The time histories of the drag and the lift (not shown here) from these pre-
dictions are also compared. It is found that the smoothed discrete delta functions and the regular ones produce almost iden-
tical results and no spurious oscillations are seen in any of these force predictions.

3.2.2. Forced vibration of a cylinder

To test the effect of the smoothed discrete delta functions on the force prediction in moving body problems, simulations
of the flow past an oscillating cylinder are performed. The Reynolds number based on the diameter of the cylinder is
Rey = 185. The cylinder moves in a sinusoidal fashion in the crosswise direction, with an amplitude of A = 0.2d and a fre-
quency of f, = 0.8f, where f; is the natural shedding frequency from the stationary cylinder at Re; = 185 (f, = 0.156 is used
in the present study). Mathematically, the motion of the cylinder is prescribed as

y(t) = Asin(2tf,t). (31)

To facilitate comparison, the amplitude and the frequency used in this study are the same as those in [12,24]. The grid in the
region that is occupied by cylinder is of the uniform size of 0.02d. The number of grid points is 275 x 239 in the streamwise
and crosswise directions, respectively. The time step is At =2 x 107>.

The results are summarized in Table 5. Results from enlarged computational domains, smaller time step and refined mesh
are also included. It is observed that all the simulations produce reasonably good results of the time-averaged forces, using
either the smoothed discrete delta functions or the regular ones. However, if the plots of time-variations of the drag and the
lift are carefully examined, noticeable effect of the smoothed discrete delta functions on the force prediction is evident.

Hereafter, in the discussion of force oscillations by using different discrete delta functions, the result from the smallest
domain 50d x 30d with the grid size of 0.02d and the time step of 2 x 10~ will be used. Similar trends are also found in other
results with different domain sizes, mesh sizes and time steps.

In Fig. 5, we show the periodic variations of the drag and the lift as a function of the cylinder’s vertical position. The results
obtained using ¢; and ¢] are displayed side-by-side for comparison. We can see that the force predictions obtained using the
regular discrete delta function are contaminated by very strong oscillations whereas such oscillations are significantly sup-
pressed and high frequency ‘noises’ are eliminated using the smoothed discrete delta function.

The comparison of the results obtained using the 4-point cosine discrete delta functions (the smoothed and the regular
one) is presented in Fig. 6. Since the spurious oscillations in the drag are more evident than those in the lift, only the time-
variation of the drag coefficient is plotted. Although the oscillations from the regular function ¢, are not as strong as those
from the hat function ¢,, large wiggles are clearly seen in the plot. With the use of the smoothed discrete delta function, the
quality of force prediction is greatly improved.

The results from the 3-point and the 4-point piecewise discrete delta functions are shown in Figs. 7 and 8, respectively.
The amplitude of oscillations is much reduced in comparison with the results from ¢; and ¢, (see Figs. 5 and 6). However,

Table 5

Dimensionless coefficients for flow around an oscillating cylinder at Re; = 185.
Method [ (Cb)m (CL) pms
5 (1) 1.280%(1.277°) 0.0423(0. 042") 0.070%(0.071")
b3 () 1.291%(1.290°) 0.043%(0.043) 0.070%0.070)
$3(¢3) 1 286"‘(] .283%) 0.042%(0.042) 0.070%(0.070, 0.190°)
ACH) 1.292%(1.290°) 0.043%(0.043%) 0.070%(0.070°)
¢3, enlarged domain 80d x 50d 1.278 0.043 0.074
¢3, enlarged domain 80d x 100d 1.276 0.043 0.073
¢}, small time step At =1 x 102 1.273 0.041 0.083
$3, refined mesh? h=0.01d 1.281 0.042 0.076
Uhlmann [12] 1.354 = 0.166°
Guilmineau and Queutey [24] 1.195° 0.036° 0.08f

@ Results from ¢; (i=1,2,3,4).

b Results from ¢; (i =1,2,3,4).

¢ Result from ¢5, in which the lift force is evaluated by summing the volume force in Eq. (8).
4 The time step At is 1 x 1073,

€ The force is evaluated by summing the volume force in Eq. (8).

f The data are digitized from the Fig. 18 in Guilmineau and Queutey’s paper [24].
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are due to their differentiability up to the first order and the satisfaction of the moment condition up to the @irst ordeli
derivatives. Some improvements from the use of smoothed discrete delta functions in these two cases are agieved b
the discrete delta functions differentiable up to the second order and their first derivatives satisfy the secind mo
dition. As to the 2-point hat function, the analysis in Section 2.3 is inapplicable. Note that both ¢; and ¢; satjify the z4
first moment conditions. The derivative of ¢; does not exist while the derivative of ¢] satisfies up to the zefibth, firsth
ond moment conditions. These probably help to reduce the non-physical force oscillations produced by d
It is observed from Eqs. (18)-(21) that the smoothed discrete delta functions are distributed on a wider sfibport th,
the regular discrete delta functions (e.g. ¢, is defined on |r| < 1, while ¢] is defined on |r| < 1.5). It is then Jlleculateq
similar smoothing effect could also be achieved by simply defining a regular discrete delta function on a fider rag
clude more grid points for interpolation. To test the effect of supporting width on the force prediction, we ¢@nstruct
hat function ¢ (its form is given by Eq. (22)). The periodic variation of the drag coefficient calculated fronjhis discjg
function is compared with that from the 2-point hat function in Fig. 9. It is seen that in the results from ¢jl the no
oscillations still persist although with a smaller amplitude compared with ¢;. By further comparing the rg@lts fro
the results from ¢7, it is seen that the amplitude of force oscillation produced by ¢; is much smaller th3 ¢, alt
supporting width of ¢] is smaller than ¢s. From these comparisons, we can see that the mechanism in the jlfesent s
technique is not simply an increase of the support width (or the inclusion of more grid points for interpd@htion).

3.2.3. Vortex-induced vibration of a cylinder

To demonstrate the validity of present approach in simulating fluid-structure interaction problem, flovjibast an
mounted cylinder is simulated. A cylinder is allowed to oscillate only in the crosswise direction and is n@deled
damper-spring system. The governing equation for the motion in the crosswise direction is

y+25<2”>y+ (2”)2y—ic
Ured Ured mn b
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where ¢ is the damping ratio; U, = U, /fnd is the reduced velocity and n is the mass ratio which is defined as

m

= _—=——7s"
My 7mpp(d”/4)
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Fig. 9. Time-periodic variation of the drag coefficient for flow past an oscillating cylinder at Re; = 185. Left: ¢s; right: ¢;.
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Fig. 10. Time-periodic variation of the drag and lift coefficients for flow past an elastically mounted cylinder at Re; = 200 with U,,q = 5.1. Left column: ¢;
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Fig. 11. Time-periodic variation of the drag and lift coefficients without inertial terms for flow past an elastically mounted cylinder at Re; = 200 with
Urea = 5.1. Left column: ¢3; right column: ¢3.

with my being the mass of the fluid displaced by the cylinder and p; the fluid density. In the present study, Eq. (52) is dis-
cretized in time using the third-order Runge-Kutta method.

As in [25,26], the values of the mass ratio and the damping ratio are 10 and 0.01, respectively. The reduced velocity is 5.1.
The Reynolds number based on inlet velocity and cylinder’s diameter is 200. The computational domain is 40d x 20d. The
number of grid points is 326 x 321 in the streamwise and crosswise directions, respectively. The resolution near the cylinder
is 0.025d x 0.025d. The time step is 4 x 107>, The functions ¢, ¢1, ¢3 and ¢; are used.

Fig. 10 shows the drag and lift coefficients calculated from ¢, and ¢7. For the results from ¢, large non-physical oscilla-
tions are found in both the drag and the lift coefficients. Especially for the lift coefficient, the oscillations are of the same
order of amplitude as the lift itself. Using the smoothed 2-point hat function ¢j, the amplitude of oscillations in the drag
and the lift coefficient is notably reduced. Fig. 11 shows the drag and lift coefficients calculated from ¢; and ¢;3. The oscil-
lations in the drag and lift coefficients obtained from ¢ are of smaller amplitude comparing with those from ¢,. But clearly
non-physical oscillations still exist. The smoothed discrete delta function ¢ effectively suppresses the non-physical force
oscillations in both the drag and the lift predictions. In this numerical example, the capability of the present approach in
suppressing the non-physical force oscillations is fully demonstrated for fluid-structure interactions.

4. Conclusions

The spatial interpolation using a discrete delta function may introduce non-physical oscillations when some IB methods
are used to simulate moving body problems. This is mainly due to the fact that the derivatives of the regular discrete delta
functions do not satisfy certain moment conditions. Compared with the regular functions, the smoothed discrete delta func-
tions have one higher derivative. For the commonly used discrete delta functions, such as ¢,, ¢; and ¢,, not only the
smoothed discrete delta functions satisfy the zeroth and the first moment conditions which guarantee a second-order accu-
racy in interpolation, but also their first derivatives satisfy more discrete moment conditions. Those two properties effec-
tively reduce non-physical oscillations and improve the force prediction.
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An example of a one-dimensional heat equation with a moving singular force is used to evaluate the performance of the
smoothed discrete delta functions. The spurious force oscillations are greatly reduced in both the explicit and the implicit
forcing methods. A benchmark problem of a flow past an oscillating cylinder is further used to test the proposed approach.
It is found that the non-physical force oscillations are effectively suppressed by using the smoothed discrete delta functions.
Finally, this method is used to simulate a more complex problem - vortex-induced vibration where fluid-structure interac-
tion is involved. The results obtained in this simulation are in good agreement with those documented in literature.

It should be noted that the proposed approach provides an effective way in minimizing the non-physical grid effect (oscil-
lations) of the immersed boundary method when dealing with moving boundary problems. The implementation of the pres-
ent approach is simple since the expressions of the smoothed discrete delta functions are given in analytical forms. A wider
support of the smoothed discrete delta function does result in more operations in the interpolation and the spreading, but
the increase in computational cost is rather small for the present 2-D examples. Additionally, this approach is not equivalent
to a post-processing procedure of smoothing the force. An accurate force prediction is crucial to the problems in which the
body dynamics and the fluid flows are coupled (e.g. vortex-induced vibration case in Section 3.2.3, self-propelled bio-loco-
motion, etc.). Under such circumstances, a post-processing of the force prediction is not practical and the proposed method is
highly recommended.
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